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Neural networks tfail to generalize

Impression:

Mild left costophrenic blunting,
basilar pleural effusion,
increased left suprahilar opacity,
differential diagnosis includes
increased volume loss and
apical pleural fluid. Right
costophrenic, right lung free of
focal consolidation.

MTI Tags: Degenerative
changes

Mri manufacturer shift and adaptation: increasing the generalizability of deep learning segmentation for mr images acquired with different scanners. 2

Yan, W. et al. 2020. Radiology: Atrtificial Intelligence



-Inetuning can solve the problem

MIMIC-CXR

fs ] - Pneumothorax

Transter learning

Stanford—CXR

7t ] - Pneumothorax

Finetune

Best practices for fine-tuning visual classifiers to new domains. In: Computer Vision. Chu et al. 2016. ECCV-W



Data-efficient fine-tuning

Data and Computationally inefficient

The clinical rules are “invariant”

How deeply to fine-tune a convolutional neural network: a case study using a histopathology dataset. Kandel et al. 2020. Applied Sciences
Growing a brain: Fine-tuning by increasing model capacity. Wang et al. 2017 CVPR



So, we start with a Blackbox and carve out
interpretable models from the Blackbox
{0 extract
domain invariant rules.
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Assumptions

Report:

aile]giATeJeLETd6]eE! consolidation with adjacent.
While this be in nature, a CT

scan is recommended for further clarification.
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Discovering the hidden concepts
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Carving out interpretable models
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Carving out interpretable models
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Carving out interpretable models
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Carvmg out interpretable models
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Each g is Entropy based logical neural networks (Barberio et al. AAAI 2022).



Does not compromise performance

0.60

EFFUSION

== Blackbox
I Ours (Cov: 90%)

[ Ours + Residual (Cov: 100%)
I PCBM + E-LEN
I CBM + E-LEN
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Does not compromise performance

EFFUSION

0.60

== Blackbox

B Ours (Cov: 90%)

8 Ours + Residual (Cov: 100%)
I PCBM + E-LEN

I CBM + E-LEN

PNEUMOTHORAX

0.91-
0.88

0.60

= = Blackbox

B Ours (Cov: 93%)

I Ours + Residual (Cov: 100%)
I PCBM + E-LEN

B CBM + E-LEN
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b Diversity in local explanations

Pleural unspec is “unspecified pleural effusion” referred to as “hydrothorax”. T

Hydrothorax is a noninflammatory collection of serous fluid within the pleural cavities


https://en.wikipedia.org/wiki/Pleural_effusion

DlverS|ty N local explanations

Expert 1 )

Effusion <

left_pleural
A right_pleural

A pleural _unspec

J

Pleural unspec is “unspecified pleural effusion” referred to as “hydrothorax”. 5

Hydrothorax is a noninflammatory collection of serous fluid within the pleural cavities


https://en.wikipedia.org/wiki/Pleural_effusion
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Effusion <
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A pleural _unspec

Pleural unspec is “unspecified pleural effusion” referred to as “hydrothorax”. 20

Hydrothorax is a noninflammatory collection of serous fluid within the pleural cavities


https://en.wikipedia.org/wiki/Pleural_effusion
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Pleural unspec is “unspecified pleural effusion” referred to as “hydrothorax”. -

Hydrothorax is a noninflammatory collection of serous fluid within the pleural cavities


https://en.wikipedia.org/wiki/Pleural_effusion
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Fine-tune to a New Domain

Apply source model o & o & o & oy B og B oy 2 oy 2
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Fine-tune to a New Domain
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Fine-tune to a New Domain
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e Propagate the concepts and update the concept extractor



Fine-tune to a New Domain

e Update the selectors and experts for only a few epochs
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Transferring to Stanford-CXR

- AUROC vs % training samples (Effusion)

0.95
0.90
o 0.85-
()
x
=z 0.80 —— MOoIE-CXR (No finetuned)
—+— MolE-CXR (Finetuned)
0.75- MolE-CXR+R (No finetuned)
—+— MolE-CXR+R (Finetuned)
0.70- == Eb
2.5 5 7.5 10 15

% of training samples

MolE-CXR (No finetuned): only selectors are fine-tuned.

MolE-CXR (Finetuned): selectors and experts are fine-tuned.

MolE and MolE-CXR + R consists of mixture of experts excluding and including the final residual
respectively.
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Transferring to Stanford-CXR

- AUROC vs % training samples (Effusion)

AUROC

log(Flops) (T)

0.95
0.90-
0.85-
0.80- —— MOolE-CXR (No finetuned)
—+— MolE-CXR (Finetuned)
0.75- MolE-CXR+R (No finetuned)
—+— MolE-CXR+R (Finetuned)
0.70- ==es
2.5 5 7.5 10 15
% of training samples
log(Flops) vs % training samples (Effusion)
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103,
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100,
10-1: b g§
10—2. Gl

2.5 5 7.5 10
% of training samples

MolE-CXR (No finetuned): only selectors are fine-tuned.

MolE-CXR (Finetuned): selectors and experts are fine-tuned.

MolE and MolE-CXR + R consists of mixture of experts excluding and including the final residual
respectively.



Transferring to Stanford-CXR

- AUROC vs % training samples (Effusion) AUROC vs % training samples (Cardiomegaly)

0.95
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0.90-
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3 3 0.800
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2.5 5 7.5 10 15 2.5 5 7.5 10 15
% of training samples % of training samples
log(Flops) vs % training samples (Effusion)
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E 102,
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o
T
0.
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2.5 5 7.5 10
% of training samples

MolE-CXR (No finetuned): only selectors are fine-tuned.

MolE-CXR (Finetuned): selectors and experts are fine-tuned.
MolE and MolE-CXR + R consists of mixture of experts excluding and including the final residual
respectively.
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Transferring to Stanford-CXR
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MolE-CXR (No finetuned): only selectors are fine-tuned.

MolE-CXR (Finetuned): selectors and experts are fine-tuned.

MolE and MolE-CXR + R consists of mixture of experts excluding and including the final residual
respectively.
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MolE-CXR (No finetuned): only selectors are fine-tuned.

MolE-CXR (Finetuned): selectors and experts are fine-tuned.
MolE and MolE-CXR + R consists of mixture of experts excluding and including the final residual
respectively.
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